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Amdahl’s Law and the
statistical content of the NAS
parallel benchmarks

The NAS Parallel Benchmarks have been developed at the NASA
Ames Research Center. In the last three years extensive performance
data have been reported for parallel machines both based on the NAS
Parallel Benchmarks [1, 2] and on LINPACK [3]. In this study we
have used the reported benchmark results and performed a number
of statistical experiments. These included cluster, factor and regres-
sion analyses. We did this to find out how many of the NAS Parallel
Benchmarks are — in a statistical sense — necessary, to represent all
the reported results. We also fitted Amdahl’s Law to the data, to see
whether it is meaningful to apply more sophisticated performance
models to the reported results. All statistical experiments were done
for absolute performances as well as for the corresponding efficien-
cies. The analysis of Amdahl’s Law was performed for both classes
(Class A and B) of the NAS Parallel Benchmarks.

As parallel systems became more and more wide spread within the last
years the interest in benchmark data of parallel systems increased. One
of the best known and commonly used benchmarks in this area is the set
of the NAS Parallel Benchmarks [1, 2]. This set of 8 “paper and pencil”
benchmark problems has been developed at the NASA Ames Research
Center. The latest results are available electronically on the WWW at the
URL address: http://www.nas.nasa.gov/NAS /NPB/.

Another very common benchmark is the LINPACK benchmark [3], which
has been in use for more than ten years. Results are also available elec-
tronically at the URL address:

http://www.netlib. org/benchmark/to~get—lp—benchmark.
As performing .complex benchmarks on a parallel system can be very
time-consuming for the implementor, one might wonder how: many of
the 8 NAS PBs are necessary to describe and represent the data and
the characteristics of the different systems and how many of them can
be explained by the results of.the others. In this study we try to find
out whether it is possible to reduce the number of benchmarks without
losing information, and which benchmarks are similar. We did this by
factor analyses based on the correlation matrix between the benchmark

Horst Simon is an employee of Computer Sciences Corporation. This work is supported
through NASA Contract NAS 2-12961.
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Tmax 0‘99

EP 097 097
MG 091 093
CG 057 055
FT 085 090
IS 065 065
LU 094 094
SP 096 096
BT 082 099

Tpeak  Tmax

0.76
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_ Figure 2. The

i correlation matrix
of the NAS PBs
of class B and the
LINPACK benchmark
resulls,

also used the correlation matrix between the efficiencies of the bench-
marks with respect to the:peak performance to eliminate the strong effect
of the overall correlation to-peak performance (Figure 3 and Figure 4).
On the average the individual correlations are now smaller but in gen-
eral still high. The peak performance shows no big correlations (neither
positive nor negative!) to any of the efficiencies of the benchmarks. The
correlations between the parameter ny /o and the efficiencies are now
negative and stronger compared to previous cases but still not as high
as the benchmark correlations. This means that no general conclusions
about the efficiencies of benchmarks can be made from the LINPACK
parameters 7umax and 71 /3.

rmax  -0.06
amax 0.87 -0.17
n1/2 0.60 -0.55

EP -0.14 046
MG -0.18 0.78
CG -022 070
FT -0.16 074
IS -025 0.79
LU -022 079
SP -0.19 0.78
BT 006 081

Tpeak  Tmax

0.66

-0.15 029

022 -046 061

032 -059 042 078

021 -051 057 089 088

027 051 055 085 093 0.93

021 -058 029 086 086 083 0.84

018 -0.61 035 087 091 0.88 091 095
007 038 044 085 061 073 077 0.83 075

nmsx iy, EP MG CG FT IS LU SP

Figure 3. The
correlation matrix of
the efficiencies of the
NAS PBs of class A
and the LINPACK
benchmark results.

The factor analyses of the benchmarks

Factor analyses can be used as an explorative method to get an overview
on the structure of the given data, but cannot be used for testing or proof-
ing any hypothesis. Therefore much care must be taken in interpreting
the results.
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results of the class A problem size. The result is checked by looking ‘at
linear regressions between different NAS PBs.
Amdahl’s Law [4] gives a very simple model for the performance of 4
parallel system for different numbers of processors. We fitted the mea- |
sured data to Amdahl’s Law to see whether this is possible and whether j
sufficient statistical space for including additional parameters remains in

this model. All analyses were done using the SAS statistical software

package. The data used for the analyses in this paper is as of Octo-
ber 1994

The correlation matrices

As starting point for the factor analyses we had to calculate the correlation
matrix. We used the NAS PB results of the class A benchmarks and the
LINPACK results rmex from table 3 of the LINPACK report [3] for
unlimited problem sizes. We included also the peak performance Tpaak,
and the parameters nyax and n, /2 from the LINPACK benchmark, Thi‘s
results in the matrices shown in Figure 1 for the class A problem sizes |
and in Figure 2 for the class B results. :

Tmax 0.99
n1/2 0.60 0.50 0.66

EP 097 097 082 053

MG 090 094 075 036 092

CG 058 062 048 020 063 0.73

FT 092 095 066 047 093 0.98 0.77

IS 060 063 052 011 065 075 099 078

LU 093 095 093 055 093 0098 0.77 0.98 0.81

SP 094 096 08 041 095 096 078 098 0.80 0.99

BT 088 092 058 042 086 098 0.67 098 068 096 096

Tpeak Tmax Tmax nyy2 EP MG CG FT IS LU Ssp

Figure 1. The You can see that the benchmark results and the peak performance are
g‘f)rf:f%\“sm;;" highly correlated in almost all cases except for CG and IS. The corre-
of class A and the lations between benchmark results and the parameter§ Nmax and n 1/2
LINPACK benchmark are on the average much smaller. Only nmax shows bigger correlations
results.

to some of the benchmarks. We found later on during our studies no
evidence that these two parameters can be used to explain or determine
benchmark results and did not include them in the later analyses.

The reason for the high correlations between benchmarks is the simple
fact, that published benchmark results always improve with increasing
system size. This is not very surprising as other results would not be
published by.vendors, These big correlations are the reason for problems
in the factor analyses and their interpretation. They lead to a very dom~
inating single factor which tends to hide all other effects. Therefore we
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tmax 0.87  0.82

vy 075 071 076

Ep 097 097 0383 082

MG 091 093 077 065 091

CG 057 055 041 018 057 069

FT 085 090 053 064 087 095 0.77

IS 065 0.65 052 025 064 078 099 084

LU 094 0094 090 065 05 099 0.75 096 0.84

SP 096 096 091 076 095 099 070 096 079 0.99

BT 082 099 094 078 099 098 063 095 072 098 059
Tpeak Tmax Tmax  1/2 EP. MG CG FT.. IS LU SP

Figure 2. The also used the correlation matrix between the efficiencies of the bench-

correlation matrix

of the NAS PBs

of class B and the
LINPACK benchmark
results,

marks with tespect to the peak performance to eliminate thie' strong ‘effect
of the overall correlation to:peak performance (Figure 3 and Figure 4).

On the average the individual correlations are now smaller .but. in.gen-
eral still high. The peak performance shows 1o big correlations.(neither
positive nor negative!) to any of the efficiencies of the benchmarks. The
correlations between the parameter 7 /2 and the efficiencies are now
negative and stronger compared to previous cases but still not as high
as the benchmark correlations. This means that no general conclusions
about the efficiencies of benchmarks can be made from the LINPACK

parameters nmax and ny/z.

Tmax -0.06

nmx 0.87  -0.17

nyj; 060 055 0.6

EP -0.14 046 0.5 -029

MG -0.18 078 -0.22 -046 0.61

cG -022 070 032 -059 0.42. 078

FT -0.16 074 -021 -051 0.57 0.89 088

S -025 079 -027 -051 0.55 085 093 0.93

LU 022 079 -021 -058 029 08 08 083 084

Sp -0.19 078 -0.18 061 035 087 091 088 091 095

BT 006 081 -007 -038 ‘0447085 0.61 073 077 083 0.5
rosk  Tmax  Pmax /2 EP MG CG FT IS LU SP.

Figure 3. The

correlation matrix of
the efficiencies of the
NAS PBs of class A
and the LINPACK
benchmark results.

The factor analyses of the benchmarks

Factor analyses can be used as an explorative method to get an overview
on the structure of the given data, but cannot be used for testing or proof-
ing any hypothesis. Therefore much care must be taken in-interpreting

the results.
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results of the class A problem size. The result is checked by looking at :
linear regressions between different NAS PBs. 1
Amdahl’s Law [4] gives a very simple model for the performance of a

parallel system for different numbers of processors. We fitted the mea-
sured data to Amdahl’s Law to see whether this is possible and whether
sufficient statistical space for including additional parameters remains in
this model. All analyses were done using the SAS statistical software

package. The data used for the analyses in this paper is as of Octo-
ber 1994

The correlation matrices

As starting point for the factor analyses we had to calculate the correlation
matrix. We used the NAS PB results of the class A benchmarks and the
LINPACK results rmax from table 3 of the LINPACK report [3] -for
unlimited problem sizes. We included also the peak performance 7pes.
and the parameters nmax and n, /2 from the LINPACK benchmark, This
results in the matrices shown in Figure 1 for the class A problem sizes
and in Figure 2 for the class B resnlts.

Tmax 0.99
Tmax 087 0. 8 1
nys 060 050 066

EP 097 097 08 053

MG 090 094 075 036 092

CG 058 062 048 020 063 073

FT' 092 095 066 047 093 098 0.77

IS 060 063 052 011 065 075 099 0.78

LU 093 095 093 055 093 098 0.77 098 0.1

SP 094 096 08 041 095 096 0.78 098 0.80 099

BT 088 092 058 042 086 098 067 098 068 096 0.96

Tpeak Tmax  Tmax nyys EP MG CG FT IS LU SP

Figure 1. The You can see that the benchmark results and the peak performance are
z‘;’:;ia‘l‘\?x S‘“}?}‘;i" highly correlated in almost all cases except for CG and IS. The corre~
of class A and the lations between benchmark results and the parameters nmax and nj /3
LINPACK benchmark are on the average much smaller. Only nmax shows bigger correlations
results.

to some of the benchmarks. We found later on during our studies no
evidence that these two parameters can be used to explain or determine
benchmark results and did not include them in the later analyses.

The reason for the high correlations between benchmarks is the simple
fact, that published benchmark results always improve with increasing
system-size. This is not very surprising as other results would not be
published by.vendors. These big correlations are the reason for problems
in the factor analyses and their interpretation. They lead to a very dom-~
inating single factor which tends to hide all other effects. Therefore we
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6). We get eigenvalues of 6.2, 0.7 and 0.05 by extracting 3 factors.
Factor 2 has high loadings from CG and IS and factor 1 from all other
benchmarks. For factor 3 a safe interpretation cannot be made. None
of the experiments with factor analyses ever showed an indication for
more than four meaningful and independent factors in the group of nine
benchmarks and the peak performance.

factor 1

/ factor 2

factor 3

W - g

BT

Figure 6. The loading In addition to the performances we now analyze the correlations of the
of the 3 factors of the efficiencies in the same way. The result of the factor analysis of all

:Z‘g;’;t a’}a;ysﬁ,fé”p%’e benchmarks is shown in Figure 7. The first three eigenvalues of the
only. © $ correlation matrix are now 7.1, 0.9 and 0.5. Factor 3 shows a high loading

from the efficiency of EP. Factor 1 and factor 2 show some different mix
of the other benchmarks. Factor 1 has again high loadings from CG
and IS which are not present in the other factors.
Tn Figure 8 the sevén NAS PBs without EP show high loadings of CG and
IS and in addition also of FT in factor 1. Factor 2 shows high loadings
from MG and BT and factor 3 from LU and SP. Taking into consideration
that FT was not loading high together with CG and IS in the case of the
benchmark data we therefore summarize the factor analysis as follows:
_ All benchmarks are strongly correlated with the peak performance.
The different factor analyses indicate. at the most four-independent
factors. :
— rmax from the LINPACK benchmark, EP and the peak performance
+ are highly correlated and as:a group form one factor of the analyses.
— CG and IS as a group always form a second factor in the analyses.
— The remaining five NAS Parallel Benchmarks can be arranged in the
two groups (LU and SP) and (MG, FT and BT). But the statistical
evidence for this splitting is not as clear as for the other groups.
A common rule of experience demands at least 50 observations for ap-
plying a factor analysis at all, As the number of complete sets of mea-
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Tmax -0.09
n1/2 0.75 -0.39 0.76 i

EP 022 015 021 004

MG 028 068 -043 -042 0.13
- CG 025 070 -042 -049 031 0.89

FT -0.11 048 .026 -031 036 074 082

IS 030 073 -044 052 041 087 099 0382

LU -035 070 -043 -053 003 095 090 067 088

SP -032 070 -048 -056 010 092 093 066 089 094

BT -007 063 -0.52 -057 051 086 089 069 09 093 096

Tpeak Tmax  Tmax ny/2  EP MG CG Fr IS LU SP

Figure 4. The - First we applied a factor analysis to the correlation matrix of the bench:
correlation matrix of mark results shown in Figure 1. The LINPACK parameters nmax and
the efficiencies of the T ddi-
NAS PBs of olass B 71/2 always came out as individual factors and thus gave us no addj

and the LINPACK tional information, so we did not include these two variables in the factor

benchmark results, analyses any more. This first factor analysis gives a very dominant factor

(with an eigenvalue of 8.8), which is related to the overall increase of
benchmark performance with respect to the increase in peak performance.
The next eigenvalues of the correlation matrix are 0.9 and 0.2 and thus
for a rigid interpretation already quite small. Extracting these 3 factors
and looking on the loading of their components after rotation (Figure 5)
you can see that factor 2 has high loadings from CG and IS and factor 1

from EP, rmax and Tpeak, While factor 3 contains medjum loadings from
all other benchmarks.

Figure 5. The loading To get more informations about the seven NAS PB not including EP we

of the 3 factors of the performed a second factor analysis on this group of benchmarks (Figure
factor analysis.
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6). We get eigenvalues of 6.2, 0.7 and 0.05 by extracting 3 factors.
Factor 2 has high loadings from CG and IS and factor 1 from all other
benchmarks, For factor 3 a safe interpretation cannot be made. None
of the experiments, with. factor analyses ever showed an indication for
more than four meaningful and independent factors in the group of nine
benchmarks and the peak performance.

factor 1
factor 2

factor 3

MG co oo
5 W o

BY

Figure 6. The loading In addition to thé performances we now analyze the correlations of the
of the 3 factors of the efficiencies in the same way. The result of the factor analysis of all

gi?::t ‘;“fal',&’SILSAfé’fPt};‘e benchmarks is shown in Figure 7. The first three eigenvalues of the
only. 5 correlation matrix are now 7.1,0.9 and 0.5. Factor 3 shows a high loading

from the efficiency of EP. Factor 1 and factor 2 show some different mix
of the otherhbenc‘hma‘rks. Factor -1 ‘has again high loadings from CG
and IS which are not present in the: other factors.
In Figure 8 the seven NAS PBs without EP show high loadings of CG and
IS and in addition also of FT in factor 1. Factor 2 shows high loadings
from MG and BT and factor 3 from LU and SP. Taking into consideration
that FT was not loading high together with CG and IS in-the case-of the
benchmark data we therefore summarize the factor analysis’as follows:
_ All benchmarks are strongly correlated with the peak performance.
The different factor analyses indicate. at the most. four .independent
factors, :
— #max from the LINPACK. benchmark, EP and the peak performance
~are highly cotrelated. and as a group form one factor of the analyses.
— CG and IS as a group always form a second factor in the analyses.
_ The remaining five NAS Parallel Benchmarks can be arranged in the
two groups (LU and SP) and (MG, FT and BT). But the statistical
evidence for this splitting is not as clear as for the other groups.
A common rule of experience demands at least 50 observations for ap-
plying a factor analysis at all. As the number of complete sets of mea-
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Tmax -0.09
Nmax 087 '022
nyy 075 039 076

EP 022 015 -021 004

MG -028 068 -043 -042 0.13

CG -025 070 -042 -049 031 0.89

FT -0.11 048 026 -031 036 074 0.82

IS 030 073 -044 052 041 087 0.99 0.82

LU -035 070 -043 -053 -003 0095 0.90 0.67 088

SP -032 070 -048 -0.56 0.10 092 093 066 0.8 094

BT 007 063 -052 -057 051 086 089 069 09 093 096

Tpeak Tmax Tmax n1/2 EP MG CG Fl" IS LU SP

Figure 4. The First we applied a factor analysis to the correlation matrix of the bench-
f;ﬁ;i;’:n:;m:f ct’;e mark results shown in Figure 1. The LINPACK parameters mmax and
NAS PBs of class B /9 always came out as individual factors and thus gave us no addi-
and the LINPACK tional information, so we did not include these two variables in the factor

benchmark results. analyses any more. This first factor analysis gives a very dominant factor

(with an eigenvalue of 8.8), which is related to the overall increase of
benchmark performance with respect to the increase in peak performance.
The next eigenvalues of the correlation matrix are 0.9 and 0.2 and thus
for a rigid interpretation already quite small. Extracting these 3 factors
and looking on the loading of their components after rotation (Figure 5)
you can see that factor 2 has high loadings from CG and IS and factor 1

from EP, rpax and Tpeak» While factor 3 contains medium loadings from
all other benchmarks.

Figure 5. The loading To get more informations about the seven NAS PB not including EP we

of the 3 factors of the  performed a second factor analysis on this group of benchmarks (Figure
factor analysis,
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yses in the section above, we calculated the linear regressions between
different pairs of benchmarks. As we never saw a statistical significance
for an intercept term, we excluded it from the fit. Thus each regression
is characterized by two parameters: :

— B: the slope of the regression line.

— R2: the portion of the variance o explained by the regression.

In the lower left of Figure 9 we show the slope f, in the upper right
we show R2. All R? values are quite high. The regressions are better
for pairs of benchmarks from within one of the identified groups than
otherwise.

P\R? Tpeq fmax BP MG CG FT IS LU SP BT

Tpeak 0998 0990 0.950 0.426 0936 0.464 0.884 0923 0990
ure 9. The slope of
 regression lines 3 Tmax 0.66333 0993 0963 0.458 0951 0.497 0.903 0941 0596
I the B? values for EP 0.00152 0,00230 0961 0501 0960 0.536 0.908 0950 0.989
pairwise regressions. MG 0.00063 0.00096 0.417 0.589 0979 0.641 0.981 0979 0.974
values are shown in CG 000018 000027 0.124 032 0.641 0.987 0.677 0.679 0.484
. lower left corner
2 ; FT 0.00064 000098 0426 1.01 198 0.684 0.972 0.994 0.967
1 R* values in the
per right, T pegk and IS 000023 000036 0.163 042 126 042 0.734 0721 0.527
ax are measured LU 000036 000055 0240 059 1.18 057 097 0978 0.926
Mflop/s while the SP 000063 000095 0414 0.99 199 097 162 187 0.958
\S PBs are given in BT 000117 000177 0764 1.78 304 174 251 293 L77
AS PB units.
NAS Performance Units
300 °
200
100
0 T
[} 20 40 80 80 100
BT o EP o FT a MG OSP + LU »ISx CG ¢ Peak Performuance [GFLOP/s]
figure 10. Linear For a possible interpretation of the result of the factor analyses, we then
egression of all plotied all NAS PB results over the peak performance (Figure 10) and

NAS PBs versus the
eak performance.
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Figure 7. The loading
of the 3 factors of the

factor analysis based on

efficiencies,

V tactor 1
factor 2
factor 3

'fcsc’ror 1
factor 2

factor 3

BT

Figure 8. The loading
of the 3 factors of
the factor analysis

for the subset of 7
NAS PBs only based
on efficiencies.

surements for all benchmarks (about 30} is quite low compared to this,
we calculated each coefficient of the correlation matrices by using also
incomplete observations. This gives on the average 59 observations per
element. But now the correlation matrices can have negative eigenvalues
which might make a factor analysis meaningless. In our case the abso-
lute values of the negative eigenvalues are very small and the dominatin g
factors and' their components are quite similar to the ones obtained by
using complete observations only. So we take this as an additional con-
firmation of our analyses. For the class B problem size on the average
only 30 observations are available for the correlation matrices. Due to
this small statistical basis we do not report results of the factor analyses
based on class B results. But at a first look they seem to be similar,

For a first check of the groups of benchmarks identified by the factor anal-

— ey o bt |
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yses in the section above, we calculated ‘the linear regressions between
different pairs of benchmarks. As we never saw a statistical significance
for an intercept term, we-excluded it from the fit. Thus each regression
is characterized by two parameters: = ‘
_ §3: the slope of the regression line. ~
— RZ: the portion of the variance o explained by the regression.
In the lower left of Figure 9 we show the slope 8, in the upper right
we show R2. All R? values are quite high. The regressions are better
for pairs of benchmarks from within one of the identified groups than

otherwise.

B\R? rpege Tmax EP MG CG FT IS LU SP BT

Treak 0998 0990 0950 0426 0.936 0.464 0.884 0.923 0.990
Figure 9. The slope of T 066333 0993 0963 0458 0951 0.497 0.903 0941 0.99
the regression lines 8 Tmax O o g ! g ’ " " .
and the R? values for EP 000152 000230 0961 0501 0960 0.536 0908 0.950 0.989
all pairwise regressions. MG 0.00063 0.00096 0.417 0.580 0.979 0.641 0981 0979 0.574
‘1 V;““es *‘lfef shown in CG 000018 000027 0.124 0.32 0641 0987 0.677 0.679 0.484
the lower left corner
and B2 values in the FT 000064 0.00098 0426 1.01 198 0.684 0972 0994 0.967
upper right. 7 eqy and IS 000023 000036 0.163 042 126 042 0.734 0.721 0527
rmax are measured LU 000036 0.00055 0240 059 118 0.57 097 0.978 0.926
in Mflop/s while the SP 0.00063 000095 0414 099 199 097 162 167 0.958
NAS PBs are given in BT 000117 0.00177 0764 178 3.04 174 251 293 177
NAS PB units.

NAS Performance Units
300 k °

200

100

BT ¢ EP o FT a MG OSP + LU IS CG e Peak Performance [GFLOP/a]
Figure 10. Linear For a possible interpretation of the result of the factor analyses, we then
regression of all plotted all NAS PB results over the peak performance (Figure 10) and

NAS PBs versus the
peak performance.
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factor ]
factor 2
factor 3

Figure 7. The loading
of the 3 factors of the
factor analysis based on
efficiencies.

.fccfor 1

factor 2

= factor 3
W gy
f;g[“'h:ss'f;?:mk’;fi"g surements for all benchmarks (about 30) is quite low compared to this,
the factor analysis we calculated each coefficient of the correlation matrices by using also
for the subset of 7 incomplete observations, This gives on the average 59 observations per

NAS PBs only based

element, But now the correlation matrices can have negative eigenvalues
on efficiencies.

which might make a factor analysis meaningless. In our case the abso-
lute values of the negative eigenvalues are very small and the dominating
factors and their components are quite similar to the ones obtained by
using complete observations only. So we take this as an additional con-
firmation of our analyses. For the class B problem size on the average
only 30 observations are available for the correlation matrices. Due to
this small statistical basis we do not report results of the factor analyses
based on class B results. But at a first look they seem to be similar.

For a first check of the groups of benchmarks identified by the factor anal-
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gure 11. Single
ocessor performances
~in NAS PB units
tained by a fit
" Amdahl’s Law

all NAS PBs for
ass A problem size,
issing values indicate
easurements for only
vo or less system
Zes.

r1 of Class A EP MG

CG FT 18 LU Sp BT

CM2 0.00409 000103 0.00217 000185 0.00085 0.00121 0.00084. 0.00151
CMS 0.18736 003593 0.02024 009819 0.00778 002894 0.06697 0.10990
CMSE 035747 0.19657 0.03644 0,17422 0.06013 0.08540 0.09302 0.17805
KSR1 0.07652 0.03702 i 0.04660° 0.03918- 0.05632
Meiko CS2 0.20828 0.20783 0.16815
nCube 2s 002351 0.00897 0.00633 0.00677 0.00764 0.00403 0.00538 0.00981
SGI PowChal 0.51472 0.48834 0.51727 0.41571 0.55089 0.57377
IBM SP1 0.15804 0.06619 008340 0.09351 0,13906 0.13248 0.21735
IBM SP2 035536 043788 0.38360 021532 0252539 036609 0.33067 0.41855
SPP1000 032955 0.10930 0.06169 0.16566 0.14220 0.15734 0.18916 0.29769
Cray T3D 022689 0.13125 0.04925 0.15273 0,08238 0.10443 0.13640 0.20387
VPPS00 278729 3.95379 225813 266994 4.99801 2,54733 5.07530
Paragon XP  0.19190 0.05103 0.10621 0.07056 003230 0.04044 0.06887
Y.MP C90 272625 3.03040 3.45228 3,08355 3.58960 221656 2.41429 2.16728
Y-MPel 030116 028088 031413 027584 022234 0.27992 0.23899

o of Class A EP MG CG FT IS LU SP BT

CM2 099988 0.99984 0.99937 099976 0.99939 0.99898 0.99934 0.99978
CM5 099988 0.99780 0.99727 0.98578 0.99968 0.99281 0.99089 0.99122
CMSE 0.09932 099592 0.99821 0.99039 0.99910 0.99002 0.99563 099697
KSR1 1.00008 0.99856 0.98677 0.99421 0.99754
Meiko CS2 099741 0.99439 0.98897
nCube 25 1.00000 0.99984 0.99877 1.00001 0.99985 099935 0.99959 0.99973
SGI PowChal 099930 0,91776 0,86025 0.98009 0.98286 0.99578
IBM SP1 099498 0.98871 099700 0.99021 0.98916 0.98699 0.99262
IBM SP2 100005 099583 0.95535 0.99733 0.09484 0.98805 0.99102 0.99443
SPPI000 099894 0.96935 1.00027 0.97542 0.93409 0.96209 0.96072 0.98246
Cray T3D 099999 0.99950 0.99858 0.99926 0.99788 0.99879 0.99941 0,99980
VPP500 099901 097157 0.90730 0.99368 0.68633 0.94725 0.99857
Paragon XP 099985 0.99704 0.97843 0.99517 0.99661 0.99551 0.99648
Y-MP C90 099873 092711 0.96165 0.96262 0.97633 0.94180 0.99533 0.98383
Y-MPel 079131 0.87243 0.91428 091003 0.87466 0.82094 088249

Tigure 12.
*arallelization ratios

¥ obtained by a fit

€ Amdahl’s Law

o all NAS PBs for
lass A problem size.
Missing values indicate
measurcments for only
'wO or less system
sizes,

this case Amdahl’s Law is too limited and cannot be extrapolated to
unlimited processor numbers. So transformation of equation (2) fails for
these -cases.

The resulting parameters shown.in Figures 1114 give a good characteri-
zation and overview on the different systems and on the implementations
of the benchmarks. For instance,.is it quite easy to see extraordinarily
good or bad implementations and results.

For the class B benchmark sizes we fitted the parameters shown in Figures
15-18.

In most cases Amdahl’s Law fits very well to the data, giving small error
bounds for any prediction typically in the range of a few percent. Thus
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calculated a linear regression over all results for different systems for
each single benchmark. From top to bottom we found the ordering BT,
EP, FT, MG, SP, LU, CG and IS. BT shows up higher than EP only
because of the very well tuned results for the Fujitsu VPP500 system.So
the different groups of benchmarks appear next to each other, giving
a first interpretation of the results of the factor analyses: The different

groups of benchmarks have different characteristic ranges of efficiencies
of their implementations.

Applying Amdahl’s Law to the NAS PBs
One of the simplest known models for the performance of a problem of
fixed size on a paralle!l system is Amdahl’s Law [4]. It’s basic assumption
is a split of the computational work in a sequential and in a fully paral-
lelizable part. It can be characterized by the following parametrizations:
o Fraction of parallelizable work in the implementation of the code

1 — o Fraction of sequential work in the implementation of the code

r1 Performance running the code on a single processor given in units of
the NAS PBs, which are dimensionless.

N Number of processors used
ty Time for executing the program using N processors

Spn Speedup of the program on N processors compared to one processor:

131 rr* N
S P e A — 1
PN tn N—-aolN-1) @
A different parametrization can be obtained by introducing the asymptotic
performance roo achieved by using an infinite number of processors and
the processor number Ny /2 heeded for achieving half of roo as follows:

1 a
1- o andN1/2=m (2)

Too =

This gives:

We fitted Amdahl’s Law to the NAS PB to look whether this simple model
for performance is already able to explain the measured performances or
whether there is statistical room for more sophisticated models. As we
wanted to calculate error terms we did this only for systems for which
performance data of at least three different system sizes are reported. We
allowed also o values greater than one, which does not make sense in
a rigid application of Amdah!’s Law. The results are shown in Figures
11 and 12 for the parametrization given in equation (1). By applying
the transformation of equation (2) these values can be transformed into
Figures 13 and 14, Some of the systems show o values slightly greater
than one. This can be seen as an indication of superlinear speedups. In

o e et
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Figure 11. Single
processor performances
ry in NAS PB units
obtained by a fit

of Amdahl’s Law

to all NAS PBs for
class A problem size.
Missing values indicate
measurements for only
two or less system
sizes.

Sp BT

T of Class A EP MG CcG FT IS Lu

0.00084 0.00151
0.06697 0.10990
0.09302 0.17805
0:03918 0.05632

0.00121
0.02894
0.08540
0.04660

0.00085
0.00778
0.06013

0.00185
0:09819
017422

0.00217
0.02024
0:03644

CM2 0.00409 0.00103
CM5 018736 0.03593
CMSE 035747 0.19657
KSR1 007652 0.03702
Meiko CS2 020828 0.20783
nCube 2s 0.02351 0.00897
SGI PowChal 0.51472
IBM SP1 0.15804 0.06619
IBM SP2 035536 043788 0.38369
SPP1000 032955 0.10930 0.06169
Cray T3D 0.22689 0.13125 0.04925
VPPSO0 278729 3.95379 225813
Paragon XP 0.19190 0.05103 0.10621
Y-MP C90 2.72625 3.03040 3.45228
Y-MPel 030116 0.28088

0.16815
0.00677
0.51727
0.08340
0.21532
0.16566
0.15273
266994
0.07056
3.08355
031413

0.00981
0.57377
0.21735

0.00538
0.55089
0.13248
0.33067 0.41855
0.18916 0.29769
0.13640 0.20387
254733 507530
0.04044 0.06887
2.41429 2.16728
0.27992 - 0,23899

0.00403
041571
0.09351 0.13906
0.25259 0.36609
014220 0.15734
0.08238 0.10443
4.99801

0.00633 0.00764

0.48834

0.03230
2.21656
0.22234

3.58960
0.27584

o of Class A EP MG CG FT 18 LU SP BT

0.99934 099978
0.99089 0.99122
0.99563 0.99697
0.99421 0.99754

0.99898
0.99281
0.99092
0.98677

0.9993%
0.99968
0.99910

0.99976
0.98578
0.99039

CM2 099988 0.99984 0.99937
CM5 099988 0.99780 0.99727
CMSE 099932 099592 0.99821
KSR1 100008 0.99856
Meiko CS2 099741 0.99439
nCube 2s 1.00000 0.99984 0.99877
SGI PowChal 0.99930 0.91776
IBM 8PI 0.99498 0.98871
IBM SP2 1.00005 0.99583 0.95533
SPP1000 0.99894 0.96935 1.00027
Cray T3D 0.99999 0.99950 0.99858
VPP500 099901 0.97157 0.90730
Paragon XP 0.99985 0.99704 0.97843
Y-MP €90 099873 092711 0.96165
Y-MPel 0.79131 0.87243

0.98897
1.00001
0.86025
0.99700
0.99733
0.97542
0.99926
0.99368
0.99517
0.96262
0.91428

0.99959 0.99973
0.98286 0.99578
098699 0.99262
0.99102 0.99445
0.96072 0.98246
0.99941 0.99980
0.94725 0.99857
0,99551  0.99648
0.99533 0,98383
082094 0.88249

0.99935
0.98009
0.98916
0.98805
0.96209
0.99879

0.99985

0.99021
0.99484
0.93409
0.99788
0.68633

0.99661
0.97633  0.94180
0.91003 0.87466

Figure 12.
Parallelization ratios

o obtained by a fit

of Amdahl’s Law

to all NAS PBs for
class A problem size.
Missing values indicate
measurements for only
two or less system
sizes.

this case Amdahl’'s Law is too limited and cannot be ext,rapolatcd to
unlimited processor numbers. S0 transformation of equation (2) fails for
these cases. : . ,
The resulting parameters shown in Figures 11-14 give-a good chardcte

zation and overview on the:different systems and on the implementation
of the benchmarks. For instance, is it quite easy to see extraordinaril

good or bad implementations and results.

For the class B benchmark sizes we fitted the parameters shown. in Figures
15-18.

In most cases Amdahl’s Law fits very well to the data, giving small error
bounds for any prediction typically in the range of a few percent. Thus




82  Contribution

SUPERCOMPUTER 1995 #62

calculated a linear regression over all results for different systems for
each single benchmark, From top to bottom we found the ordering BT,
EP, FT, MG, SP, LU, CG and IS. BT shows up higher than EP only
because of the very well tuned results for the Fujitsu VPPS00 system,So
the different groups of benchmarks appear next to each other, giving
a first interpretation of the results of the factor analyses: The different
groups of benchmarks have different characteristic ranges of efficiencies
of their implementations.

Applying Amdahl’s Law to the NAS PBs
One of the simplest known models for the performance of a problem of
fixed size on a parallel system is Amdahl’s Law [4]. It’s basic assumption
is a split of the computational work in a sequential and in a fully paral-
lelizable part. It can be characterized by the following parametrizations:
a Fraction of parallelizable work in the implementation of the code
1 — o Fraction of sequential work in the implementation of the code
r1 Performance running the code on a single processor given in units of
the NAS PBs, which are dimensionless.
N Number of processors used
ty Time for executing the program using N processors
Spn Speedup of the program on N processors compared to one processor:

L rr* N

Sy = W) =

A different parametrization can be obtained by introducing the asymptotic
performance 7o achieved by using an infinite number of processors and
the processor number Ny /2 needed for achieving half of roo as follows:

T1 o
Too=1—a’andN1/2—1—a (2)
This gives:
T
SpN = 0131

We fitted Amdahl’s Law to the NAS PB to look whether this simple model
for performance is already able to explain the measured performances or
whether there is statistical room for more sophisticated models. As we
wanted to calculate error terms we did this only for systems for which
performance data of at least three different system sizes are reported. We
allowed also o values greater than one, which does not make sense in
a rigid application of Amdahl’s Law. The results are shown in Figures
11 and 12 for the parametrization given in equation (1), By applying
the transformation of equation (2) these values can be transformed into
Figures 13 and 14. Some of the systems show & values slightly greater
than one. This can be seen as an indication of superlinear speedups. In
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T of Class B EP MG CG FT 1s LU SP BT
CMSE 012151 0.06228 0.00886° 0.06382 001313 0.06463 0.02204 0.04965
Meiko CS2 007882 0.07026 : o
Figure 15. Single Cub 4
processor performances nCube 25 0.00858 0.00203. |
ry in NAS PB units SGI PowChal 0.18901 0:19526 0.17161 -0.21789 0.22499
obtained by a fit 1BM SP1 0.05711 “0.01113 " 0.02773 0.018750.07758 0.05184 0.08320
?of ;};“g‘;t‘ésp‘;s“’f IBM SP2 0,14902 0.15836 007889 007519 0.06636 0.17667 0.12340 0.16243
or
class B problem size, Cray TAD 0.08263 0.04764 0.01127 004742 0.01757 0.04155 0.04172 0.07342
Missing values indicate VPPS00 103391 1.39342 0.63652 1.04332 0.86942 1.99875
measurements for only Paragon XP 0.06947 0.01743 0.00920 0.01562 0.01662 0.01278 0.02353
;‘i"z‘;:f less system V.MP C90 100674 1.13505 0.99427 2.65917 1.00900 1.03262 1.0:801 1.02131
o of Class B EP MG  CG FT 1S LU SP BT
CMSE 1.00020 0.99667 1.00100 039080 0.99906 0.97627 099774 0.99783
Meiko CS2 0.99885 0.99559
Figure 16, nCube 25 1.00000 0.99996
Parallelization ratios SGI PowChal 0.99947 0.89185 0.97924 0.96530 0.98557
a obtained by a fit IBM SP1 0.09450 099688 0.99936 1.00000 0.99042 0.99476 0.99746
:’Df An'“gihé'spléan IBM SP2 100009 0.99674 099015 099919 099754 0.99415 099671 0.99809
al s lor
class B problem size. Cray TAD 100000 0.99953 099945 099957 099932 0.99964 099949 0.99978
Missing values indicate VPPSO0 0.99955 0.97301 095304 099777 0.97478 0.99961
measurements for only Paragon XP 099998 0.99771 0.99841 0.00646 0.99745 0.99834 0.99829
two or less system Y.MP C90 099828 0.93933 097524 088526 0.98811 0.97925 0.94467 0.98351
s1zZes.
oo of ChssB EP MG CG FT - I8 LU SP BT
CMSE + 187 * 69 140 27 96 229
Meiko CS2 665 162
nCube 2s ¥ 50.75
SGI PowChal  356.6 1.8 83 63 156
IBM SP1 106 3.6 43.3 * 81 99 328
IBM SP2 + 486 80 929 270 302 375 850
Cray T3D * 1014 205 1103 258 1154 81,8 3337
VPP500 22076 517 136 5054 ‘ 34,5 5125.0
Paragon XP 34735 68 5.8 44 65 77 138
V.MPCO0 5853 187 40.2. 231 849 491 184 619
Figure 17. Asymptotic Conclusions

performances reo in
NAS PB units obtained
by a fit of Amdahl’s
Law to all NAS PBs
for class B problem
size. Missing values
indicate measurements
for only two or less
system sizes, “*"
denote entries for
which a2 1.

Applying factor an

four factors can be e
possible. They add up to more than 9
data. Hence four benchmarks are su
NAS Paralle! Benchmark performances. Looking at the individual factors
resulting from the analyses the results can be summarized .as follows:

are strongly correlated with the peak performance:

— Tmax from the LINPACK benchmark, EP and the peak performance

— All benchmarks

alyses to the NAS PBs we found that at the most
«tracted for which a meaningful interpretation is
5% of the total variance of the input
fficient to characterize the overall
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Figure 13. Asymptotic
performances ro, in
NAS PB units obtained
by a fit of Amdahl's
Law to all NAS PBs,
“**_denote. entries. for
which a>1.

SUPERCOMPUTER 1995 #§

Too of Class A EP MG CG FT 1S LU SP BT

CM2 341 64 34 08 14 12 13 6.9
CM5 15613 163 68 69 243 40 74 125
CMSE 5260 482 204 18.1 66.8 94 213 588

KSR! * 257 35 68 229

Meiko CS2 804 370 152
nCube 2s * L6 S * 509 62 131 36.3
SGI PowChal  735.3 55 37 209 321 136.0
IBM SpP1 315 59 228 96 128 102 203

IBM SP2 * 1050 86 806 49.0 281 368 754
SPPIOO0 3109 3.6 * 67 22 42 48 17.0
Cray T3D 22689 262.5 347 2058 389 86.3 231.2 1019.4

VPPS00 2815 139.1 244 4225 159 483 3549,2
Paragon XP 12793 17.2 49 146 95 90 196
Y-MP C90 2145.6 41.6 900 845 151.7 381 517.0 1340

Y-MPe! 14 22 37 31 18 1.6 2.0

NyjyofcClasa B MG cGg  Fr IS LU SP BT
CM2 83323 62490 15863 4166 1683.3 079.4 15142 4544.6
CMS 83323 4536 3354 693 31240 1381 1088 1129
CMSE 14606 2441 5577 1031 11101 109.1 2279 1329.0

KSR1 * 6934 74.6 1717 405.5
Meiko CS2 3851 1773 89.7
nCube 2s * 1782 8210 * 66656 1537.5 24381 3702.7
SGI PowChal 1427.6 11.2 6.2 492 573 2360
IBM SP1 1982 876 3323 101 913 759 134.0
IBM Sp2 * 2388 214 3735 1928 827 1104 179.2
SPPI000 9424  36.6 * 397 142 254 245 56,0
Cray T3D 99999. 1999.0 703.2 13504 470.7 8254 1693.9 4999.0
VPP500 1009.1 342 98 1572 22 180 698.3
Paragon XP 6665.7 3368 454 206.0 2940 2217 283.1
YMPCOO 779 127 251 251 412 162 2131  60.8
Y-MPel 3.8 68 107 101 6.0 4.6 7.5

Figure 14. Processor
number N, /2
necessary for achieving
half of the asymptotic
performance T'oq
obtained by a fit of
Amdahl’s Law to all
NAS PBs. “*" denote

entries for which o> 1.

no statistical space is left to include additional parameters in this model.
This is not true in the case of the FT benchmark. We assume that this is
due to the effect of parallelizing over a different number of dimensions
of the FFT (1,2 or 3 dimensions) for a different number of processors.
If one fits only one unique Amdahl curve to the different domains of
the’ implementation, this effect leads to a big error. Only by a closer
look on the actual implementations, you would be able to decide if this
explanation is true. Examples for the fitted curves for some systems and
class A problem sizes are given in Figures 19-22. Here we also show
as examples the error bounds for the fits of the BT and FT benchmarks,
The errors for BT are typically quite small while the errors for FT are
sometimes quite big.
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NAS Performance

300

200

100

Figure 20. Fit of
Amdahl’s Law for all

NAS PB for the Fujittu  “prrrerre

VPP500. Error bounds
are only shown for BT
and FT.

NAS Performance

3o

20

10

Figure 21. Fit of
Amdahl's Law for all

Sp2

NAS PB for the SP2. 0 10 20 30 40 50 60 70
Error bounds are only # Proz
shown for BT and FT.
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are highly correlated and as a group form one factor of the analyses.

— CG and IS as a group always form a second factor in the analyses..
~ The remaining five NAS Parallel Benchmarks can be arranged in the
two groups (LU and SP) and (MG, FT and BT). But the statistical
evidence for this splitting is not as clear as for the other groups.
We also used Amdahl’s Law to fit the measured performances. In most
cases Amdahl’s Law fits very well to the data, giving small error bounds
for any prediction. The resulting parallelization ratios, single proces-
sor performances, asymptotic performances and N 1/2 processor numbers
give a good characterization and overview on the different systems and
on the implementations of the benchmarks. For a more detailed analysis
you would need access to the implementations of the codes used by the
different vendors, but unfortunately those are proprietary to the vendors.

j
]
:
j

Figure 18. Processor
number Ny,
necessary: for achieving
half of the asymptotic
performance 7o
obtained by a fit

of Amdahl’s Law

to all NAS PBs for
class B problem size.
Missing values indicate
measurements for only
two or less system
sizes. “*” denote
entries for which > 1.

© NyjpofcssB  EP MG oG FT IS LU SP BT
CMSE * 2993 * 1077 10628 411 4415 4508
Meiko CS2 8393 2316
nCube 2s * 24991.0
SGI PowChal 1885.8 8.2 472 278 68.3
IBM SP1 1839 3195 1561.5 * 1034 189.8 3927

IBM §P2 * 3066 1005 1233.6 4055 1699 303.0 522.6
Cray T3D * 21267 18172 23246 1469.6 27768 1959.8 4544.5
VPPS00 22212 361 203 4833 38.7 2563.1
Paragon XP 49999, 4357 6279 281.5 3912 6014 583.8
Y-MPCS0 5804 155 394 7.7 831 472 7.1 59.6

NAS Performance

300

Figure 19. Fit of

Amdahl’s Law for ail
NAS PB for the T3D,
Error bounds are only
shown for BT and FT.

T3D
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Characterisation based
bottleneck analysis of parallel
systems

Bottleneck analysis plays an important role in the early design of par-
allel computers and programs. In this paper a methodology for bot-
tleneck analysis based on an instruction level characterisation tech-
nique is presented. The methodology is based on the assumption that
a bottleneck is caused by the slowest component of a computing sys-
tem. These components are: memory (internal, external), processor
(CPU, FPU), communication atid 1/0. Three metrics were used to
identify bottlenecks in the system components. These are the B-ratio,
the communication-computation ratio and the meimory-processing
ratio. These ratios are dimensionless and indicate the presence of
a bottleneck when their values exceed unity. The methodology is il-
lustrated and validated using a communication intensive linear solver
algorithm (Gauss-Jordan elimination) which was implemented on a
mesh connected distributed memory parallel computer (128 T800
Parsytec SuperCluster).

One of the main concerns of parallel computing is to port sequential pro-
grams efficiently knowing the resource limitations of the target machine
such as processor, memory and communication network. In order to im-
prove the performance of the parallel code bottleneck analysis is required.
The identification of bottlenecks within parallel systems is an important
aspect of hardware and software design. This process involves examining
the system behavior under various load conditions. Bottlenecks can be
defined in several ways as:

— The parts of the program that preverit achieving the optimal execution

time.
— The parts of the system (either hardware or software) which consumes
the maximum time or the slowest components of the system.

In this paper the second definition is used as the basis for the bottle-
neck analysis methodology which involves the following. steps: predict
the execution time components of a certain workload, identify the time
component responsible for the bottleneck (the slowest part), analyze the
component causing the bottleneck into its constituents and identify the
sub-components causing the problem. Optimization of the software sub-
routines and/or hardware utilization causing the bottleneck can improve
the system performance. This operation can be iterated until no further
optimization is possible. Potential sources of bottlenecks are summarized

P
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Figure 22. Fit of
Amdahl’s Law for

all NAS PB for the
Paragon XP running
OSF1.2. Error bounds
are only shown for BT
and FT.
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